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ABSTRACT

Many articles have addressed different methods to solve numerical problems but in this paper, Sine-Cosine-Taylor like, Cosine Taylor like and Explicit Taylor like methods are used which is utmost importance to solve image processing and initial value problems. It is pertinent to point out that, the employed methods are an elegant coupling of Taylor’s series and the results particularly disclose the effectiveness of adapted approaches to solve the considered problems. Simulation outputs and numerical results explicitly reveal the complete reliability of adapted algorithms.
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INTRODUCTION

Recently, there has been much interest in designing novel numerical methods and algorithms for solving ordinary differential equations because they are employed for the description of many real-life phenomena in various fields, including biology and physics, population dynamics, economics and finance, engineering and physical disciplines etc. Moreover, because of the difficulty in obtaining true solutions to such equations, numerical methods are required and essential. It is noticed that many problems in science and engineering including system of equations can be formulated into ordinary differential equations by satisfying certain given conditions or constraints. Also, it is known that, analytical methods are applicable only to a particular class of differential equations. Moreover, differential equations (DEs) appearing in the fields of science and engineering are owing to physical and natural phenomena. DEs do not belong to any of the particular class of differential equations and therefore, cannot have closed or finite form of solution. Computations of approximate values are known as numerical solution to the differential equations. The difference between computed value $y_i$ and true value $f(x_i)$ say, $e_i$, is termed as truncation error at $x = x_i$. Also, note that there are many numerical algorithms for obtaining approximate solution to ODEs with initial conditions. Moreover, the fundamental mathematical notion to successfully execute ordinary differential equation is to replace differentiation by differencing to obtain better numerical solutions. It is well known that computer cannot differentiate but it can easily perform a difference operation. Hence, it is clear that differentiation is a continuous process and differencing is a discrete process (Press et al., 1986; Butcher, 2003). Still researchers employ Runge-Kutta (RK) techniques because of its accuracy and efficiency for better computational purpose (Butcher, 1987) therefore; many real-time problems can be solved easily to obtain required solution. Particularly RK algorithms are used to solve differential equations efficiently that are equivalent to approximate the exact solutions by matching ‘$n$’ terms of the Taylor series expansion. Different higher order RK methods have also been introduced by various researchers (Butcher, 2003) to yield approximate solutions equivalent to true solutions. In addition, it is well known that, many authors have further developed and implemented Taylor algorithm for solving various numerical problems in real time, see in
detail (Gibbons, 1960; Moore, 1979; Jorba & Zou, 2004; Miletics, Moln’arka & Taylor, 2002, Ponalagusamy & Senthilkumar, 2009, 2011). The fundamental notion of these developments is due to recursive calculation of the coefficients of Taylor series. Sine-Cosine-Taylor-Like, Cosine Taylor Like and Explicit Taylor like technique for solving stiff ordinary differential equations are developed by Rokiah & Nazeeruddin (2004, 2005, 2010) and proved their results are better than other techniques by illustrating some examples. It is pertinent to note that explicit Sine-Cosine-Taylor-Like technique is a formulation of the combination of polynomial and exponential function. This technique requires extra work to evaluate a number of differentiations of the function involved. The result shows smaller errors when compared to the results from explicit classical fourth-order Runge-Kutta (RK4) explicit technique is of order-6. The rest of the paper is organized as follows. A short note on different types of Taylor-like methods is given in section 2. For solving different image processing problems, various types of Taylor like methods are employed under FCNN environment and the simulation results are depicted in section 3. Similarly, some numerical problems are solved and the outputs are reported in section 4. Conclusion is given in section 5.

A BRIEF NOTE ON DIFFERENT TYPES OF TAYLOR-LIKE METHODS

SINE-COSINE-TAYLOR-LIKE TECHNIQUE

Rokiah & Nazeeruddin (2005) discussed about explicit one step technique by the composition of a polynomial and exponential function which is given by,

\[
y_{n+1} = y_n + h(f_n + h(\frac{f_n^1}{2} + h(\frac{f_n^2}{6} + h(\frac{f_n^3}{24} + h(\frac{f_n^4}{120})))))) + \frac{f_n^5 (\sin(z_n h) + \cos(z_n h))}{z_n^6} \\
(\exp z_n h) - 1 - h z_n (1 + h z_n (\frac{1}{2} + h z_n (\frac{1}{6} + h z_n (\frac{1}{24} + h z_n (\frac{1}{120}))))))
\]  

where \( h \) is a step-length.

COSINE-TAYLOR-LIKE METHOD

Rokiah & Nazeeruddin (2010) demonstrated the explicit one step Cosine technique by the composition of a polynomial and exponential function is given below.

\[
y_{n+1} = y_n + h(f_n + h(\frac{f_n^1}{2} + h(\frac{f_n^2}{6} + h(\frac{f_n^3}{24} + h(\frac{f_n^4}{120})))))) + \frac{f_n^5 (\cos(z_n h))}{z_n^6} \\
(\exp z_n h) - 1 - h z_n (1 + h z_n (\frac{1}{2} + h z_n (\frac{1}{6} + h z_n (\frac{1}{24} + h z_n (\frac{1}{120}))))))
\]

where \( h \) is a step-size.

EXPLICIT TAYLOR-LIKE FORMULA

Rokiah & Nazeeruddin (2004) illustrated about the explicit Taylor like one step Taylor-L7 technique for solving stiff differential equations and illustrated about the advantage of using explicit method which is much cheaper than the implicit techniques. Furthermore, they pointed out that explicit method of order-7 is of A-stable and L-stable.
\[ y_{n+1} = y_n + h(f_n + h\left(\frac{f_n^1}{2} + h\left(\frac{f_n^2}{6} + h\left(\frac{f_n^3}{24} + h\frac{f_n^4}{120}\right)\right)\right)) + \frac{f_n^5}{z_n^6} \]

\[ (\exp z_n h) - 1 - h z_n^2(\frac{1}{2} + h z_n^2(\frac{1}{6} + h z_n^2(\frac{1}{24} + h z_n^2(\frac{1}{120})))) \]

where \( h = \Delta t \) which represents the temporal time step.

Some of the advantages of traditional Taylor’s series method are as follows.

1. It is one step method and explicit in nature.
2. It can be high order.
3. Easy to illustrate that global error is the same order as local truncation error.

One of the disadvantage of Taylor’s method is explicit form of derivatives of \( f \) is needed.

ADAPTING VARIOUS TYPES OF TAYLORLIKE-METHODS FOR IMAGE PROCESSING PROBLEM

The dynamics of a standard cellular neural network with a neighborhood of radius \( r \) are governed by a system of \( n = MN \) differential equations (Angela Slavova & Valeri Mladenov, 2004; Chi-Chien & De Gyveze, 1994; Chua & Yang, 1988a; Chua & Yang, 1988b; Chua & Roska, 1992; Roska, 2000; Roska & K’ek, 1994, Roska et al. 1994; Nossek et al. 1992). CNN is a dynamic nonlinear system defined by coupling identical simple dynamical systems called cells located within a prescribed sphere of influence, such as nearest neighbors. Fuzzy cellular neural network (FCNN) is a generalization of cellular neural networks (CNNs) by using fuzzy operations in the synaptic law computation, which allows us to combine the low level information processing capability of CNNs with the high level information processing capability, such as image understanding of fuzzy systems (Yang & Yang, 1996, Yang & Yang, 1997a; Yang & Yang, 1997b; Yang & Yang, 1997c; Itoh & Chua, 2003).

The recasted state equation of cell \( C_{ij} \) is defined by the following,

\[ \frac{dx_{ij}(t)}{dt} = -\frac{1}{R_x}x_{ij}(t) + \sum_{c(k,j)\in N,(i,j)} A(i, j; k, l)y_{kl}(t) + \sum_{c(k,j)\in N,(i,j)} B(i, j; k, l)u_{ij}(t) \]

\[ + I_{ij} + \sum_{c(k,j)\in N,(i,j)} (A_{f\min}(i, j; k, l)y_{kl}(t)) + \sum_{c(k,j)\in N,(i,j)} (A_{f\max}(i, j; k, l)y_{kl}(t)) + \sum_{c(k,j)\in N,(i,j)} (B_{f\min}(i, j; k, l)u_{ij}(t)) + \sum_{c(k,j)\in N,(i,j)} (B_{f\max}(i, j; k, l)u_{ij}(t)) \]

where \( A_{f\min}, A_{f\max}, B_{f\min}, B_{f\max} \) is feedback MIN, feedback MAX, feedforward MIN, feedforward MAX templates, respectively. The input equation of \( C_{ij} \) is given by

\[ u_{ij} = E_{ij} \quad 0 \leq i \leq M; \quad 1 \leq j \leq N. \]

The output equation of \( C_{ij} \) is given by

\[ y_{ij} = f(x_{ij}) = \frac{1}{2} \left( |x_{ij} + 1| - |x_{ij} - 1| \right), \quad \text{for} \quad 1 \leq i \leq M; \quad 1 \leq j \leq N. \]
Digital image processing algorithms are used to perform different image processing operations on digital images Gonzalez, Woods & Edelin, (2009). A detailed discussion on single layer or raster scheme and time-multiplexing approach for edge detection using cellular neural network paradigm by new fourth order four stage algorithms is given by Senthilkumar (2009). A systematic design methodology for finding CNN parameters with prescribed functions are proposed by Itoh and Chua (2003), but it is interest to note that, in this paper a different attempt has been carried out and employed templates under fuzzy neural network paradigm. A detailed discussion about theory and implementation of hole filling using cellular neural network and connected component detector by improved cellular neural network can be seen in (Senthilkumar & Abdul Rahni, 2011; Senthilkumar & Abdul Rahni, 2012; Betta et al., 1993; Chum-Li et al. 1999; Chua & Thiran, 1991; Matsumoto, Chua & Furukawa, 1990).

### HOLE FILLING TASK PRESCRIPTION

The template fills all holes (see fig.1) in a given image.

$$0 \ 1 \ 0 \ 0 \ 0 \ 0$$

**Template Set:** $A = 1 \ 4 \ 1; \ B = 0 \ 5 \ 0; \ I = -1$

$$0 \ 1 \ 0 \ 0 \ 0 \ 0$$

Global Task Prescription: Fill the interior of all closed contours in a binary image $P_1$. The input image is given by $P_1$, and the initial state is given by $x_{ij}(0) = 1$. The boundaries are constrained to -1.

Local Task Prescription:

1. Let us assume that the input $u_{ij}$ of cell $C_{ij}$ is coded in black. Then, the output $y_{ij}$ is printed in black.
2. Let us consider that the input $u_{ij}$ is coded in white and all neighbors $y_{kl}$ are colored in black. Then, the output $y_{ij}$ is printed in black.
3. Furthermore, assume that the input $u_{ij}$ is coded in white and at least one neighbor $y_{kl}$ is colored in white. Then, the output $y_{ij}$ is printed in white.

![FIGURE 1(a). Input Image (Before Hole Filling); 1(b). Output Image (After Hole Filling).](image)

### HALF TONING TASK PRESCRIPTION

Conversion of a grayscale image into a binary image is called half-toning. The following template performs half-toning (see fig.2) of a given image. Half-toning is one of the main image compression techniques employed for transmitting graphics over low-bandwidth channels. Particularly, it converts a gray-scale image into a binary image in such a way that the average gray level for corresponding regions of both images is same. Owing to the
averaging property of human visual system, these images will appear to be the same when observed from an appropriate distance.

\[
\begin{array}{cccc}
-0.07 & -0.1 & -0.07 & 0.07 \\
3.68 & -0.1 & 0.1 & 0.32 \\
-0.07 & -0.1 & -0.07 & 0.07 \\
\end{array}
\]

Template Set: \( A = \begin{bmatrix} -0.1 & 3.68 & -0.1 \end{bmatrix} ; B = \begin{bmatrix} 0.1 & 0.32 \end{bmatrix} ; I = 0 \) (8)

Global Task Prescription: Transforming a given gray-scale image \( P_1 \) into a half-tone binary image. The CNN input image and the initial state is given by \( P_1 \), and the boundaries are constrained to be -1.

Local Task Prescription: (a) Suppose, if the averaged value of outputs are greater (respectively smaller) than the average value of the inputs, then the output \( y_{ij} \) of cell \( C_{ij} \) is printed in white (black).

FIGURE. 2(a). Input Image (Before half-toning); 2(b). Output Image (After half-toning).

SOLVING NUMERICAL PROBLEMS BY VARIOUS TYPES OF TAYLOR-LIKE METHODS

In case of solving systems of ordinary differential equations, through Taylor series method is one of the conventional way but analytic-numeric algorithms for calculating higher order derivatives formally is an over-elaborate task, and therefore, current Taylor algorithm is not applied frequently. Moreover, other reason is that only the explicit version of this algorithm is known. In other words, from the application point of view, the traditional Taylor series method has a major disadvantage. i.e. The method requires evaluation of partial derivatives of higher orders manually. This is not possible in any practical applications. Hence, end users need to develop methods which do not require evaluations and computation of higher order derivatives. The most important class of methods in this direction is Runge-Kutta methods. However, all these methods should compare with the Taylor series method when they are expanded about a point \( t = t_j \).

It is observed from literature study that, modern numerical methods and its corresponding algorithms to obtain solution of ordinary differential equations are also based on Taylor series. Note that, each algorithm, such as the Runge-Kutta or the multistep methods are constructed so that they give an expression depending on a parameter called step-size (h) as an approximate solution and the first terms of Taylor series of this expression must be identical with the terms of the Taylor series of the exact solution. Also, these can be called as consistency and order conditions for the algorithms. These expressions potentially can be evaluated at any value of the parameter (h), but in real time the evaluation can be realized only at grid points. Such algorithms give value of the approximate solution at grid points and main cost is the number of function evaluation. (Some algorithm may contain more than one
parameter.) Moreover, these algorithms differ from others in its order, stability properties and its cost of realization can be seen from (Harier, Norsett & Wanner, 1987; Harier, Norsett & Wanner, 1991; Miletics & Moln’arka, 2004).

**ORDINARY DIFFERENTIAL EQUATION PROBLEM AND RESULTS**

Let us consider a simple problem \( y' = y - t^2 + 1; y(0) = 0.2 \) to compute approximate solution using Sine-Cosine Taylor Like method. The corresponding exact solution is given by 
\[
y = t^2 + 2t + 1 - \frac{1}{2} e^t; 0 \leq t \leq 2. 
\]

**TABLE 1. Comparison between Exact and Sine-Cosine Taylor-Like Method**

<table>
<thead>
<tr>
<th>Time (t)</th>
<th>Exact Solution</th>
<th>Sine-Cosine Taylor-Like</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>0.20</td>
<td>0.8292</td>
<td>0.82929333333333333333333</td>
</tr>
<tr>
<td>0.40</td>
<td>1.2140</td>
<td>1.21407621066666666666666</td>
</tr>
<tr>
<td>0.60</td>
<td>1.6489</td>
<td>1.64892201704160</td>
</tr>
<tr>
<td>0.80</td>
<td>2.1272</td>
<td>2.12720268494794</td>
</tr>
<tr>
<td>1.00</td>
<td>2.6408</td>
<td>2.64082269272875</td>
</tr>
</tbody>
</table>

**NUMERICAL PROBLEM AND OUTPUTS**

Let us consider a simple problem \( y' = (x - y)/2; y(0) = 1 \) to compute approximate solution using explicit Cosine Taylor Like method.

**TABLE 2. Comparison between Exact and Cosine Taylor-Like method**

<table>
<thead>
<tr>
<th>Time (t)</th>
<th>Exact Solution</th>
<th>Cosine Taylor-Like method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.50</td>
<td>0.8364</td>
<td>0.83642578125</td>
</tr>
<tr>
<td>1.00</td>
<td>0.8196</td>
<td>0.819628477096576</td>
</tr>
<tr>
<td>1.50</td>
<td>0.9171</td>
<td>0.9171422953950241</td>
</tr>
<tr>
<td>2.00</td>
<td>1.1036</td>
<td>1.1036825982202458</td>
</tr>
<tr>
<td>2.50</td>
<td>1.3595</td>
<td>1.3595574922662559</td>
</tr>
<tr>
<td>3.00</td>
<td>1.6694</td>
<td>1.6694307617991593</td>
</tr>
</tbody>
</table>

**INITIAL VALUE PROBLEM AND RESULTS**

Let us consider a simple problem \( y' = \sin(xy), y(0) = \pi \) to compute approximate solution using explicit Taylor Like method.

**TABLE 3. Comparison between Exact and Explicit Taylor-Like Method**

<table>
<thead>
<tr>
<th>Time (t)</th>
<th>Exact Solution</th>
<th>Explicit Taylor-Like Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>3.1416</td>
<td>3.1416</td>
</tr>
<tr>
<td>0.10</td>
<td>3.1572</td>
<td>3.1417</td>
</tr>
<tr>
<td>0.20</td>
<td>3.2029</td>
<td>3.1725</td>
</tr>
<tr>
<td>0.30</td>
<td>3.2750</td>
<td>3.2318</td>
</tr>
<tr>
<td>0.40</td>
<td>3.3663</td>
<td>3.3142</td>
</tr>
<tr>
<td>0.50</td>
<td>3.4656</td>
<td>3.4112</td>
</tr>
<tr>
<td>0.60</td>
<td>3.5585</td>
<td>3.5103</td>
</tr>
<tr>
<td>0.70</td>
<td>3.6299</td>
<td>3.5963</td>
</tr>
<tr>
<td>0.80</td>
<td>3.6688</td>
<td>3.6548</td>
</tr>
<tr>
<td>0.90</td>
<td>3.6708</td>
<td>3.6764</td>
</tr>
<tr>
<td>1.00</td>
<td>3.6383</td>
<td>3.6598</td>
</tr>
</tbody>
</table>
Let us consider a simple problem \( y' = 5y - 3, y(0) = 0.8 \) to compute approximate solution using Classical Runge-Kutta Technique and the true solution is given by \( y = \frac{1}{5} \exp(5t) + \frac{3}{5} \).

<table>
<thead>
<tr>
<th>Time (t)</th>
<th>Exact Solution</th>
<th>Standard Runge-Kutta Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.8000</td>
<td>0.8000</td>
</tr>
<tr>
<td>0.1000</td>
<td>0.9297</td>
<td>0.9297</td>
</tr>
<tr>
<td>0.2000</td>
<td>1.1437</td>
<td>1.1435</td>
</tr>
<tr>
<td>0.3000</td>
<td>1.4936</td>
<td>1.4959</td>
</tr>
<tr>
<td>0.4000</td>
<td>2.0778</td>
<td>2.0768</td>
</tr>
<tr>
<td>0.5000</td>
<td>3.0365</td>
<td>3.0344</td>
</tr>
<tr>
<td>0.6000</td>
<td>4.6171</td>
<td>4.6130</td>
</tr>
<tr>
<td>0.7000</td>
<td>7.2231</td>
<td>7.2151</td>
</tr>
<tr>
<td>0.8000</td>
<td>11.5196</td>
<td>11.5046</td>
</tr>
<tr>
<td>0.9000</td>
<td>18.6034</td>
<td>18.5756</td>
</tr>
<tr>
<td>1.0000</td>
<td>30.2826</td>
<td>30.2315</td>
</tr>
</tbody>
</table>

It is to be observed that, up to some extend the approximated solution matches with the true solution (see table 1, 2, 3 & 4). If the step-size \((h)\), is small one can obtain almost equivalent to exact solution but takes more time to complete its task.

**CONCLUSION**

In this paper, Sine-Cosine-Taylor like, Cosine Taylor like and Explicit Taylor like methods are successfully employed to examine image processing and numerical problems. In particular, three different Taylor like techniques are typically a composition of a polynomial and exponential function which yields stable and almost accurate approximate result which is closer to true solution. Under fuzzy cellular non-linear network simulation, the image processing problems such as hole filling and half toning have been solved initially by adapting various types of explicit Taylor’s like methods but to make the numerical computation successful, on the other hand specifically initial value problems are solved directly with the help of different types of explicit Taylor’s like techniques. To illustrate the efficiency of the employed methods, simple numerical problems are solved and results shown which are computationally competent.
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